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AnHHoTaums. B paGore paccmarpuBaroTcsi BO3MOXHOCTH TIPUMEHEHUs OONBIIMX sI3bIKOBBIX Mozeneit (LLM)
IUIsL TIOBBIIICHUsST 3(Q(EKTUBHOCTH B3aMMOAEHCTBUS CTYICHTOB W TNpenofasareneil B paMkax IHU(PPOBBIX
o0pa3oBarelnbHbIX IaT(GopM, BKIIIOYAs anpoOaluio 3TUX MOJETIeH B YCIOBHSAX PEaJbHOro y4eOHOro mporecca ¢
ucrionezoBanueM LIOIT Mupepa. AHanu3upyrorcst coBpeMeHHbIe state-of-the-art pemenus — YandexGPT, Mistral,
Qwen, LLaMA u ux Moau¢ukanmm, a TakKe 0COOCHHOCTH UX apXUTEKTYphI, IPOU3BOAUTEILHOCTH U BOBMOXXHOCTEH
ajlanTayy 1oy odpaszoBarelbHble 3aJaul. [I0ka3aHo, YTO KOPPEKTHAs HACTPOWKA MapaMeTpoB MOJENCH IO03BONISAET
3¢ (eKTUBHO UCIIONB30BATh UX IS aBTOMATHU3ALUH PYTHHHBIX OIEpalnii, IepCoHaIN3a U 00y4eHN U pacIINpEeHHs

HWHCTPYMEHTOB IIpe€rnogaBaTeIs.

KarwueBble cioBa: 1udpoBas oOpaszoBarenbHas Iwiardopma, Mupepa, OoNbIINE S3BIKOBBIC
MOJIENTH, MCKYCCTBEHHBI WHTEIJUIEKT, HelipocereBble TexHomoruu, Al-arents, LLM, nepconamm3amms
o0yueHus1, aBTOMAaTH3a1si 00pa30BaTENbHBIX MPOLIECCOB, OE30MACHOCTh AaHHBIX

1. BBenenne

PasButue KOMIIBIOTEPHBIX TEXHOJIOIMM U
3HAYUTENIFHOE  YBENWYCHHE  BBIYUCIUTEIBHBIX
pecypcoB B IOCTEIHUE TOIBI BBIBETM HA HOBBIN
YPOBEHbP BO3MOKHOCTH IPUMEHEHHUS CHCTEM
nckycctBerHoro unremiekra (M), B 9actHOCTH —
Oompmmx s3BIKOBBIX Momenedt (LLM), xortopbie
paHee paccMaTpHUBAIINCh NPEHUMYIIECTBEHHO KaK

TeopeTHdecKas KOHIIEIIIHS. CoBpeMeHHbIE
HEHUPOCETEBBIE  APXUTEKTYphl BCE  aKTHUBHEE
HHTETPUPYIOTCS B pa3nu4HbIe chepsl
JeATENFHOCTH, TpaHCHOPMHUPYS TpaIuLOHHbIE
MPOLIECCHl W CO37aBas  NPEANOCBUIKA ISt

KOMIUIEKCHOM aBTOMAaTH3aIUH.
OOpa3oBatenpHast cdepa crana OTHAM U3

KITIOYEBBIX HaTpaBICHUH MIPAKTHIECKOTO
BHenpernnst . Ceromas HaGIromaeTcss pocT gucia
muppoBEIX  00pa3oBaTeNbHBIX  IIATGOPM U
MPOEKTOB, ucnoib3dytommx LLM s mopnep:kku
ydammxcs W TperofaBaTrenieil, ONTUMH3aIud
mporiecca o0y4eHus u pedopmupoBaHme
pacmpeneneHusl Harpy3Ku Tefjarora Uit CO3IaHus
3aJaHu, TpeOyromux BBICOKOT'O YPOBHSA

skceptu3pl  [1]. DT Momenwm  crOCOOHBI
a/IaTHPOBATHCS K WUHAUBUYaJIbHBIM
0COOEHHOCTSIM  OOYYarOLINXCS, IPEeIOCTABIAThH
HepCOHATIM3UPOBaHHbIE PpEeKOMEHaluH,

obecrieynBaTh UHTEPAKTUBHOCTh B3aUMOIEHCTBYS,
4YT0, B CBOK OYepelnb, CIOCOOCTBYeT Ooree
mIyOOKOMYy  ycBoeHHIo Marepmana [2]. B
nononHenne L[LLM MOXHO HCIOIB30BaTh JUIS
aHaJM3a " nepepaboTKH ABTOPCKHUX
00pa3oBaTeNbHBIX MAaTepHalioB, YTO IIOMOTaeT B
TIO/ITOTOBKE HOBBIX YYEOHBIX KypCOB M TECTOBBIX
3a/laHnH, TOBBILIAIOINX OOBEKTUBHOCTHh OIIEHKU
YPOBHSI 3HAHUN y4aIIUXCsl.

Takum  oOpazom, BHempeHHe  OONBIITNX
SI3BIKOBBIX MOZEIed B 00Opa30BaTENBHBIN TPOIECC
MO3BOJIMT PEMINTh INMPOKHHA CIIEKTp 3a1ad: oOT
MEepCOHANM3AMKA  OOydeHHSI ¥ aBTOMAaTH3aIun
PYTHHHBIX  OIEpaluil [0 HWHTEJUIEKTYaJbHON
MOIEPKKH TIelarora mpu pa3paboTke KypcoB H
ounenmBannn  ycneBaemoctu [3].  Ilocmemnee
CIOCOOCTBYET  TOBBIMCHHIO  A((EKTHBHOCTH
00pa30BaTeNbHOM Cpelbl, B TOM YHCIIE: CHIDKEHUIO
aJIMUHHCTPATUBHOW Harpy3Kd Ha IIperojaBaTeseH,
pa3BUTHIO KOMMYHHKAIlMM B paMKax y4eOHOro
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Tporiecca, 00ecIeyeHunIo 1ocTymna cryaenTos kK M-
MHCTPpYMEHTaM, CIIOCOOCTBYIOIINM Gomnee
MIPOAYKTHBHOMY 1 KOM(OpTHOMY OOY4EHHUIO U T.JI.

OnHoBpeMeHHO ¢ 1udpoBoii Tpanchopmanuen
pactér BHHMaHHE W K BOMpOcaM O€30I1acHOCTH U
STHYECKUX aclekToB mnpuMmeHenus WU [4].
CoBpeMeHHBIE S3BIKOBBIE MOJETH IPOEKTUPYIOTCS
¢ y4éToM MHWHHUMH3ALUH PHCKOB, CBS3aHHBIX C
TIPEB3ATOCTHIO, MAaHUMYISIIIMEH WM TeHepaluei
HEeXXENaTeIbHOro  KOHTEHTa, YTO  ITOBBIIIAET
JOBEPEHHOCTh K HHMM U JaeT HaJexIy Ha
YCIENIHOCTh B MCIOJIb30BaHUN B 00pa30BaTeNbHBIX

LETsX.

Takum  oOpa3om, wuHTEerpanmys  OONBIIUX
SI3BIKOBBIX MoOjENel B IU(PPOBOE 0Opa3oBaHUE HE
TONBKO  OTpa)kaeT  KIIOYEBbIE  TCHCHIIUH
TEXHOJOTHYECKOTO PAa3BUTHS, HO W OTKPHIBAET
HOBBIC  BO3MOXKHOCTH Ui TpaHC(OpMAIUH
TpaaAUIUOHHBIX MOAXOAOB K 06y‘{eHI/IIO B CTOPOHY
OonbIieit THOKOCTH, aIaNTUBHOCTHU u
3¢ GEeKTUBHOCTH. HccnenoBanue u

COBCPIICHCTBOBAHNUE OTUX TEXHOJIOTUH CTAaHOBUTCS
IIPUOPUTETHOM 3aJayeil Kak Ul aKaJAeMHYECKOU
HayKH, TaK U JUIsl PUKJIaIHBIX pa3paboToK.
[ToMrMO  aHaJIMTHYECKOTO  PacCMOTpEHUs,
Mozienu ObUTM  anpoOMpOBaHbl B YCIOBHSX
peaybHOro y4eOHOro Ipouecca ¢ UCHOIb30BaHHEM

HOII Mupepa, YTO TO3BOIHMIO COINOCTAaBUTH
TEOPETUYECKHE  BBIBOABI €  MPAKTUYECKUMHU
pe3ynbTaTaMH.

2. O630p Monesel U UX
ApXUTEKTYP

2.1 Kpurepuu Bb100Opa Moaeu 1J14

oOpa3oBaTebHOI IaTGopMBbI
Beibop monxomsiieii  OONBIIONH  SI3BIKOBOU
mozenu (LLM) amns BHeApeHus B 00pa30BaTeIbHYIO

wiathopmy SIBIISIETCSI CIIOKHOM
MHOTOKpPHTEpHAJIbHON  3amadell,  TpeOyromieit
OMHOBpeMeHHoro yuéra  Oompmoro  Habopa
(hakTOpoB:

- IPOU3BOIUTENLHOCTH,

- TpeOOBaHUI K BEIYUCIIUTENILHBIM pecypcam,

- Ka4ecTBa reHepaly TeKCTOBOTO KOHTEHTA,

- aJJanTUPYEMOCTH K pa3IMYHbIM NPEIMETHBIM
o0J1acTIM,

- 4CIIEKTOB 0E30MacHOCTH,

- COBOKYITHOH CTOMMOCTH BIIaJICHUSL.

Ot BBIOOpa MOIENU CYIIECTBEHHO 3aBUCAT
3¢ (GEeKTUBHOCTh NPUMEHEHHUS HCKYCCTBEHHOTO
WHTEJUIEKTa B Y4eOHBIX MPOLEccax H YCTOHYHBOCTD
ero paboTel B peamsHOM 00pa30BaTEIHLHOM
nporecce.

OmHMM W3 TIEPBUYHBIX (DAKTOPOB SIBISETCS
BBIYUCIIUTETbHASL CIIO)KHOCTh MOJIEIH,
TIPOSIBIIAIIONIASACST B YHCIIE IapaMeTpoB, pasMepe
KOHTEKCTHOT'O OKHA M TPEOOBaHUAX K alNapaTHBIM

pecypcam. MHorue o0pa3oBarteibHbIE OpraHU3aAIH
HE pacroiaraloT cepBepaMu ¢ TpadUueCKUMHU
YCKOPUTEISIMH, TTO3BOJISIFOIIIIMHA 3aIyCcKaTh
KpyHBIE  MOAend. B Takux  yCIOBHSX
nenmecoodpa3Ho  BRIOMpaTh JIHMOO  OOJErYEHHBIC
Mmozenn (7-8B mapameTpoB) B KBaHTH30BaHHBIX
BepcHAX [5] (C TOHMKEHHO YHCIIEHHOH TOYHOCTBIO
XpaHEHHs TTapaMeTpoB), JINOO pEeIIeHus] C BHEITHUM

noctynioM uepe3 APl koTopble MOTHOCTBIO
HUBCITUPYIOT OrPaHHYCHHS 10 COOCTBCHHBIM
BBIUHCITUTEIBHBIM PECYpPCaM.

JlokanpHOEe  pa3BEpThIBAaHME  OOecreunBaeT

3HAYMUTEIILHO OONBIITUI KOHTPOIb HAJl MOJCIBIO, €€
uHTep(eiicoM M JNaHHBIMH, YTO OCOOEHHO Ba)KHO
JUIsl COOITIONICHUsT TPEOOBaHUI 3aKOHOATENILCTBA O
MepCOHANBHBIX JAHHBIX MoNb30Barenei. Bmecte ¢
TEM TaKoW MOAX0A TOTpeOyeT 3aKkynku H(Vin)
apeH/Ibl BHIYMCIUTENBHBIX PECYPCOB HEOOXOANMOM
MMPONU3BOANUTEIILHOCTH n HaJIM4yue BBICOKHX
TEXHUYCCKUX KOMHeTCHHHﬁ CIICIIMAJIMCTOB
NONJEPKKU  JJI1  KOPPEKTHOW HACTPOMKM U
HalekHOM  akcrutyarauu.  O6maunoe  (API)
pa3BEpThIBaHME CHHMMAaeT MpoliieMy COOCTBEHHOMH
MH(PACTPYKTYpPBI, OJHAKO COIPSIKEHO C PUCKAMH
nepeaayn JaHHBIX TPETbUM CTOpOHaM u
3aBHCHMOCTBIO CHCTEMBI OT BHELIHETro MpoBaiinepa
(cTaOMNIBHOCTD TOMKIIOUEHHUS, TApU(BbI, TOTUTHKA
UCHONb30BaHMs). [lodToMy B YydUpexAeHUSIX B
Ka4ecTBE MPAKTHYECKOrO KOMIIPOMHCCA 3a4acTylo
BBICTYNIAIOT T'MOPHIHBIE pEIIeHHd, B KOTOPBIX
YyYBCTBHUTEJIbHbIC onepanun BBIIIOJTHAIOTCS
JIOKaJIBHO, a pecypco&MKHUe — B O0MaKe.

ApXUTEKTypHBIE OCOOCHHOCTH MOeNned Hu
cocraB 00y4aromux HaOOpPOB JaHHBIX, HA KOTOPBIX
OHH O0yJaJIUCh, B KOHEYHOM HTOI€ ONPEACIAIOT
NPHUTOTHOCTD JJIS BBITOMHEHUS] KOHKPETHBIX 3aj1ay.
Tak, OpHEHTHMpOBaHHBIE HAa MPOrPaMMHBIA KOJ
momudukamu LLM (Hanpumep, cemelictBa Qwen
u Mistral) ngeMOHCTpHpYIOT OoJiee BBICOKOE
Ka4eCTBO B Kypcax II0 TNPOrPAMMHPOBAHHIO H
WIKCHEPHBIX  JUCHUIUIMHAX, Tne Tpelyercs
reHepanys U BepuduKanus kona. B To ke Bpems ¢
3aJjaueil MPOBEPKM TEKCTOB Ha PYCCKOM S3BIKE
3¢ dhexTrBHEE CIIPABISIOTCA MOIENN, 00yIeHHBIE Ha
IIMPOKUX PYCCKOA3BIYHBIX KOPITycaX JAaHHBIX.

OO6pa3zoBarenbHBIE  TMPOEKTHI  CYIIECTBEHHO
BapBHUPYIOTCA N0 TpeOoBaHHAM K (dopMaM H
METOIHKE yIeOHOTrO B3aUMOICHCTBHS: OMHH KYPCHI
pioiv} 3a1aHHI HCTIONB3YIOT KpaTKue
perTaMeHTHPOBaHHbBIE OTBETHI, NPYrHe, HAIPOTHB,
0a3upyIOTCS Ha aHANUTHYECKUX PACCYKICHHSX.
[losToMy BaXHBIM KpUTEpHEeM [UIi  BEIOOpa
APXUTEKTYpbl CTAaHOBUTCS CIIOCOOHOCTH MOIEIH
OBICTPO TOACTPAMBATBCS IO pPa3HBbIE CIICHAPUH
WCTIONB30BaHUS (cucremuble WHCTPYKIINH,
napaMeTpsl MHQepeHca, MIa0IOHbI TOACKA30K) U
HamMgue THOKMX  wmHTep(delcoB  cucTeMHOI
WHTETPALHH.
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Kpurepun BEIOOpa MOZIENH JUIst
0o0pa3oBaTenbHON IUIATGOPMBI MOXKHO YCIIOBHO
pasmenuTb  HAa ~ TEXHWYECKHe  (ammapaTHble
TpeOOoBaHus, MacIITaOUPyeMOCTh, apXUTEKTypa) 1
MIPUKJIAJIHBIC (COOTBETCTBUE MPEAMETHOM 00JIacTH,
0€3011aCHOCTh, CTOMMOCTb, THOKOCTb BHEAPEHU).

B coBokymHOCTH paccMOTpeHHbIE (aKTOpBI
(OPMUPYIOT METOHOJOTMYECKYI0 OCHOBY ISt
JalbHEHIIeT0 aHanM3a KOHKPETHBIX pEeIICHHH.
OnruMaibHas MOJEh JIOIDKHA YYUTHIBATh OaiaHc
MEXIY  BBIUYUCIHMTENBHOH  CIOXHOCTBIO U
JOCTYITHOCTBIO pecypcos, o0ecrieunBaTh
aJanTUPYyeMOCTh K  crenuduke mpeaqMeTHOH
o0nacTH, TrapaHTUpOBaTh 3alIUTy JAaHHBIX U
OCTaBaThCsd OKOHOMHYECKH OIpaBIaHHOW ISt
ucronb3oBanus. [Ipu 3TOM pasHble apXUTEKTYpbh
LLM peanusyroT 3T KPUTEpUH MO-pa3HOMY: OT
OpHEHTALUH Ha MaKCHMaIIbHYIO
MpOou3BOAUTEIIbHOCTDb KpYHIHBIX MOﬂeHeﬁ a0
aKIeHTa Ha KOMITaKTHOCTb U
9Hepro3pekTHBHOCTh, OT CICHMATH3AIMKd  Ha
reHepanny Koaa 40 YCHJICHHBIX BO3MOYKHOCTEM JJIs1
CIIO)KHBIX PACCYXK/ICHHH Y TEKCTOBOTO aHAIIN3a.

Hast obecrniedeHust (bopMupoBaHust
NIOJTHOI[CHHOTO TIPEZCTABICHUST O COBPEMEHHBIX
BO3MOXXKHOCTAX M  orpaHuueHusix LILM B
00pazoBaTenbHON cpene Lesecooopa3HbIM
SBJISCTCSl PACCMOTPEHNE KOHKPETHBIX apXHUTEKTYP,
NPUMEHSAEMBIX B COBPEMEHHOM IPAKTHKE.

2.2 YandexGPT-5-Lite-8B-Instruct

YandexGPT-5-Lite [6] conepxut okomno 8 Mipsa
[apaMeTpoB M IPEACTaBIseT COOOH IUIOTHYIO
(Dense) HHCTPYKIIMOHHYIO MOJETH ¢ KOHTEKCTHBIM
OKHOM 10 32 TBIC. TOKEHOB, YTO IIO3BOJISET
00pabaTbIBaTh KpYIHbIE o0pa3oBaTesbHbIE
MaTepuaisl B paMKax ofHOU ceccuu. Mcnone3yercs
3¢ PEKTUBHBIA TOKEHHU3aTOp, ONTUMH3UPOBAHHBIN
mon  OCOOGHHOCTHM  DPYCCKOro  s3blKa |
YUUTHIBAIOIIMA ~ €ro  MOpQOIOrHYecKHe |
CHHTaKCUYECKHUE OCOOEHHOCTH, YTO OOECTIeUuNBAET
KOppEKTHOE pa30HeHne TEKCTa U BHICOKOE KaueCTBO
reHeparyy.

KiroueBoe mpeumymecTtBo Momenu — €€
DIyOOKasi ajanTamds K PYCCKOS3BIYHOM cpene |
BO3MOKHOCTB JIOKQJIIFHOTO 3aIlycKa Ha BHIEOKapTax
¢ 12-24 GB VRAM Onarogapsi KBaHTHU3aLUH B
¢opmarax GGUF/GPTQ. Taxas onruMuzamus
CHW)KAaeT anmaparHble TpeOOBaHHMS M yMEHbIIAeT
3aJepKKH  OoTKiMKa. OTCyTCTBHE  MeXaHH3Ma
Mixture of Experts (MoE) [7] ymporaer
UHOPACTPYKTYPHYIO HHTETPAlMI0 W TIOBBIIIACT
CcTaObWIHHOCTH PaOOTHI.

CoueraHue BBICOKOW ITOJICPIKKH PYCCKOTO
S3bIKa M JUIMHHOTO KOHTEKCTa JejlaeT MOJENb
TOAXOAAIIEH JUIs CO3MaHMs O0Opa30BATEIBHBIX
areHToB, TIepCOHATM3ANH OTBETOB,
aBTOMATHU3UPOBAaHHOTO (POPMHUPOBaHMS YIEOHBIX
MaTepuasoB U MPEIOCTABICHHS 1ETAIN3HPOBAHHON

obpatHol  cBsa3u. JlokambHOE pa3BEPTHIBAHHUE
obecreunBaeT KOHTPOJb HaJ O€30MaCHOCTHIO H
MPUBATHOCTHIO JAaHHBIX, YTO KPUTUYECKH BAXKHO
JUTsl 00pa3oBaTeNbHbBIX MIATHOpM.

Takum obpazom, YandexGPT-5-Lite
NPEOCTaBNIsAeT cOATAHCUPOBAHHOE PEIICHUE IS
00pa3oBaTeNbHBIX MPOEKTOB, TIAe TpedyroTcs
KaueCTBCHHAs1 00paboTKa PyCCKOro s3bIKa, pabora ¢
OONBIIMMH KOHTEKCTaMH U THOKOCTH JIOKATbHOTO
pas3BépThiBaHMsA. brarogaps ONTUMH3AIUAM U
HACTPOIKaM MOJEJb OTIIUYHO TIOAXOAUT IS 3214

WHTEPAKTUBHOTO  OOy4YeHHS W TOIIACPKKH
mpernojaBareyied B aBTOMAaTH3alUM  PYTHHHBIX
oreparuii.

2.3 Mistral-Small-3.2-24B-Instruct

Mistral-Small ~ [8] ocHamiena  mOTHOU
apXUTEKTYPOH, coieprkalieit 24 Mipa napameTpos,
a TaKKe UMeeT paciIipeHHOe KOHTEKCTHOE OKHO J10
128 ThIC. TOKEHOB. Monenb MOAAEPKUBAET
MYJIBTUMOJIAJIbHBIE BXOJHBIC JIAaHHBIE U (YHKIHUIO
BbI30Ba BHeIIHUX npouenyp (function calling), uto
pacumpsier cdepy NpUMEHEHUs 3a Mpeesbl
IIPOCTOM TEKCTOBOM TreHepauuu. TokeHu3aunus
ocHoBaHa Ha Byte Pair Encoding (BPE) u
OPHEHTHUPOBAaHA Ha CLEHAPUH C MOAJEPIKKOM
HECKOJIBKHX $I3bIKOB, UYTO OOECIIEUUBAET BBICOKYIO
CTEIICHb YHUBEPCAIBbHOCTH.

Xors MoE He ucnonb3yercs, YCIEHIHO OBLIH
pea30BaHbl  YCOBEPIIECHCTBOBAHHBIE — METOJBI
MHCTPYKLUMOHHOM JOHACTPOMKH, IOBBIIIAIOLIUE
TOYHOCTb CIIEJOBAHUS KOMaH/AaM U YMEHbIIAOIINE

HIOBTOPSEMOCTb OTBETOB. OnTumuzanus
kBanTm3ammu (Q4 K M) mo3Bomser 3amycKaTh
monens Ha GPU ¢ 24 GB VRAM.

Bonbuioil KOHTEKCT M MYIBTUMONAIBHOCTH
CIOCOOCTBYIOT CO3[IaHHUIO MHOTO()YHKIIMOHATBHBIX

00pa3oBaTeNbHBIX areHTOB, CHOCOOHBIX
AQHAJIM3UPOBaTh TEKCTBl W HM300pakeHHA U
o0ecreunBaTh BBICOKU I YpPOBEHB
WHTEPAKTUBHOCTU.  YCTOMYMBOCTh MOIEIH K

TEHEepalu: HEIOMyCTUMOIO0 W HEXKEeNaTeNbHOro
KOHTEHTA MOBBIILAET HAIEXHOCTh €€ IPUMEHEHUS B
00pa3oBaTeNbHOM Cpee.

Mistral-Small-3.2-24B SBJISETCS
BBICOKOIIPOU3BOAUTENBHOM YHHUBEpCAIbHOU
MOZENBI0  JUIA  peaju3alidd  IPOIBUHYTHIX

00pa30BaTeNIbHBIX PELICHHH ¢ MYIBTH3a1a9HOCTBIO,
0coOeHHO B CIOXHBIX Al-cucremax, TpeOyrommx
paboTel ¢ pa3sHOPONHBIMH JAHHBIMH H JUIMHHBIM
KOHTEKCTOM.

2.4 Qwen2.5-Coder-7B/14B

CeMeicTBO OONBINNX SA3BIKOBBIX MOIENIEN C
wioTHOM apxutekryporr Qwen2.5-Coder [9] (7B u
14B mapameTrpoB) OpHEHTHPOBAaHO Ha 3amadu
TeHepalyy 1 aHaJli3a IPOrpaMMHOIO KOZIa, a TAKXKe
CBSI3aHHOTO C HHUM  €CTECTBEHHOTO  SI3BIKa.
Apxutektypa TpaHcopMmepa ¢ HMHCTPYKIIMOHHBIM
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o0y4eHHEM O00€CIIeYMBacT TOYHOE CJICOBaHUE
3arpocam IoIb30BaTeNs, a pa3HO00pa3He pa3MepoB
MOJENTH TO3BOJSECT TMOMOOpaTh  ONTHMATBHBIN
BapUaHT B 3aBHCHMOCTH OT BBIYMCIUTEIBHBIX
pecypcoB u TpeOoBaHMU 3amad. Takum oOpa3zoMm
JIOCTUTACTCS HEOOXOMUMBIA I TOCTaBICHHOMN
3aaud OaJaHC MEXIy MPOU3BOTUTEIBHOCTHIO U
KaueCTBOM.

B Momenum  wcmonb3yercss  MPONBHUHYTHIN
CICIMATH3UPOBAHHBIN TOKEHU3aTOP JUTS
KOPPEKTHOH O00paOOTKM KOJa M TEXHHYECKHUX
TEKCTOB, yUYHMTHIBAIONIMHA  TOYHBI  CHHTAKCHC
SI3BIKOB  MIPOrPAMMHUPOBAHUS W KOMMEHTapHEB.
INomnepkka kBaHTH3AIMU 10 4 OUT 0OECIEUNBACT
BO3MOXHOCTh 3()(DEKTHBHOrO 3aIycka MOJIENIN Ha
Bupeokaprax ¢ 12-24  GB VRAM  06e3
CYIIECTBEHHOTO YXYIIICHUS Ka4yeCTBa.

OTIUNYNTETHHON yepToi Mo
Qwen2.5-Coder sBnsieTcss €€ crenuaau3anys Ha
s3bIKaX ~ nporpamMmupoBanus. OHa  crocoOHa
FCHEPUPOBATH KOO «C Hy]'lﬂ)), BBIIIOJIHATE €ro
pedaxropuHr, POBOJIUTH BEpUPHKALIHIO
HaIlmMCaHHBIX IporpaMM, aHaJIM3UpPOBaTh OH_II/I6KI/I,
PA3BACHATH CJIIOKHBIC KOHCprKLII/II/I H BECTU AUaJI0r

C IIOJb30BaTeeM, OCTaBasChb B TEXHHYECKOH
npexMerHod  obmactu. B coueranmm ¢
WHCTPYKLIUOHHBIM ~ OOyueHHeM 9TH  (YHKIUHU

obecrieunBarOT e BBICOKYIO IPHMEHHMOCTh B
oOpa3oBaTenbHbIX Mpoekrax B oomactu [T wu
MIKCHEPUH, TPENOCTABISIE BO3MOXKHOCTH TSI
HE3aMEUTUTEILHOM OMOIIH CTYICHTAM B PEIICHHN
OPOrpaMMHBIX ~ 33JaHHH, a TaKKe IIOMOLIN
[PENogaBaTeNi0 MPU IOATOTOBKE MATepUaloB H
MPOBEpPKE IOMAIITHUX PabOoT.
Qwen2.5-Coder-7B/14B — 310 ontumanbHOE

pelmieHne UL HMHTETpaMd B [HU(POBHIC
obpazoBarenbHble AaTGOpMbl, rae Tpedyercs
Ka4eCTBCHHASI HOIePIKKA KypCOB

NPOrpaMMHPOBAaHMS M aBTOMATH3alMs Y4eOHBIX
MIPOLIECCOB, CBSI3aHHBIX C IPOrPAMMHBIM KOJOM.
Bricokass TouHOCTP W TIyOMHA 00paboOTKH mpH
pa3syMHBIX TpEOOBaHUSX K BBIYUCIUTEIBHBIM
pecypcaM JAENaroT 3TH MOJENIH HPHUBIEKATEIbHBIM
BEIOOpOM 111 00Opa30OBATENBHBIX  YUPEKICHUH,
cTpeMsIuxcs K BHeapeHuto MU g noBbIIIeHUS
KauecTBa 0OyJIeHHSI.
2.5 Llama 3.1 8B Instruct

Llama 3.1 8B [10] HMeeT IDIOTHYIO
apXWUTEKTYpY, 8 MIpA HapaMeTpoB M ANHAMHUIECKOE
KOHTEKCTHOE OKHO JO 32 TBIC. TOKEHOB.
Toxennzarms OCHOBaHa Ha anropuT™Me
SentencePiece, uto obecneunBaet 3¢ PexruBHOCTH
KaK Ha aHIIUICKOM, TaK M Ha APYyrux s3eikax [11].
Monens nognepxusaer kBantuzanuio (Q4/Q5/Q6)
JUISl ONTUMH3HUPOBaHHON paborel Ha GPU c 12-24
GB VRAM.

CunpHOM
pasBuTas

CTOPOHOI
JKOCHCTEMA

MOZIENH  SIBISIETCS
nuHTepecoB u

uactpymentoB  (llama.cpp, Ollama, VvLLM),
YIIPOIIAIOIINX MacuTabupoBaHue u
KacTOMH3aIHIO. WHcrpykunonHas BepCH
yIIydIIaeT cleoBaHuEe 3allaHHBIM 3ampocaM M
CHI)KaeT BEPOSTHOCTh OMIMOOK B  CIOXHBIX
paccyKIeHHsX.

Monenb sBIsieTCsl YHUBEPCAIBHOM, ITO3TOMY
OHa  TpUMEHMMa Uil  IIMPOKOTO  Kpyra
o0pa3oBaTeNbHBIX ~ areHTOB: OT [IOMOIIM B
HallMCaHUM COYMHEHWH M aHajJu3e TEKCTOB M0
reHepallii  BONPOCOB U WHTEPAKTUBHOTO
B3aUMONEHUCTBHSA. ~ AKTUBHO  TOIIEPKHBAEMOE
coo01IeCTBO " HIMPOKHE BO3MOXXHOCTH
JI000YUYEHUS paCUIMPSIOT MMOTEHIINAT MOJIEIIH.

Llama3.1 8B Instruct - MOIIHOE
YHHUBEPCAJIBHOE PELIeHNE C OTIIMYHON MOAAEPKKOH
coobmectBa M MHCTpyMeHTOB. OHO OTIMYHO
MOIXOAUT Jjsi  00pa3oBaTeNbHBIX IIAaThopM C
MEXKAYHAPOIHBIM YKJIOHOM, IJIe Ba)KHa T'MOKOCTb,
MaC]_HTa6I/IpyCMOCTI> 1 IUpOKasd NPpUMCHUMOCTD.
2.6 SeedCoder

Seed-Coder [12] — cemeiicto LLM (~8B
napaMmeTpoB), pa3pabOTaHHOE C aKIEeHTOM Ha
OTKPBITOCTb, MPO3pPaYHOCTD u BBICOKYIO
MPOU3BOANUTENBHOCTh TIPU paboTe C aHAIM30M M
reHepanueil nporpaMMHOro  koza. JlocTynHsl
BapuaHthl Oa3oBast  (base), HWHCTPYKIIMOHHAs
(instruct) ®w Momeib IS  MHOT03aJa4yHOro
JIOTHYECKOT0 paccyXIeHHs (reasoning),
ONTHMM3UPOBAHHBIE ISl Pa3lNYHBIX CLEHapUEB
UCIONb30BAHUS.

[TnorHas apxuTekTypa TpaHcopmepa odydeHa
Ha KpymHoM kopmyce koma u3 GitHub u mpyrux
HCTOYHUKOB () «MOZIETEHO-LIEHTPUYHOM Y»
noxxony, korna camMmu LLM ygactByror B oTrOope,
OlleHKe M (HUIBTpAlK OOYyYaroIUX JaHHBIX. JTO
CHIDKaeT YEI0BEYECKOe BMeEIIATENBCTBO,
MHUHHMHU3UPYET  TPEAB3ATOCTh M IIOBBILIAET
Ka4ecTBO KopITyca. Konrexer MOJEIH
O /IeP)KUBACT paboty c JUTMHHBIMA
HOCIIEJOBATEINBHOCTAMH (PEan3yroTCsl BADHAHTHI C
VIUIMHEHHBIM ~ KOHTEKCTOM), @  TOKEHH3aTop
aJanTHPOBAaH IS TOYHOHM OOpabOTKM Koma |
CBA3aHHOTO C HHM €CTECTBEHHOrO S3bIKa, YTO
yIIydIaeT TeHEepaluil0 M MOHUMAaHHE CIOXKHBIX
CHHTaKCHYECKHX KOHCTPYKIHH.

OmmmuutensHOl yeptoit Seed-Coder sBrsieTcs
UCIIONTb30BAHHUE MIPOIBUHYTHIX METOIIOB
JIOOOYYICHHUS ¥ ONITUMU3AINH, TAKUX KaK supervised
fine-tuning u direct preference optimization (DPO)
[13] mns insctuct Bepcum, a Takxke reinforcement
learning ¢ Long-Chain-of-Thought (LongCoT) [14]
JUIS MOIENH reasoning. DTH METOHBI TO3BOJSIOT
3HQYMMO  TIOBBICHTH  Ka4eCTBO  CIICIOBAHUS
WHCTPYKIUSIM,  YIYYIIUTh ~ CHOCOOHOCTH K
MHOT0331a9HbIM  JIOTHYECKHM PAcCyKICHUSIM |
PEIICHUIO CIOKHBIX KOMOBBIX 3a/1a4, YTO 0COOCHHO
BOXHO UII  00Opa3oBaTeNbHBIX  CIICHAPHEB,
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TECTUPOBAHUS U OTIAJKH IPOrPaMM.

Mogens a¢dexTrBHA JUTSt CO3/1aHus
WHTEPAKTHBHBIX Al-areHTOB M aCCHUCTCHTOB B
MPOrPaAMMHPOBAHHH: TEHEpalMs U HCIPABICHUE
KOJa, TIOUCK OINMMOOK, OOBSICHEHUE aJTOPUTMOB.
IMommepkka KBaHTH3AIMKM  MO3BOMSET  3aIyCK
Mozenu Ha 12-24 GB VRAM 06e3 3Haunmoii norepu
Ka4yecTBa.

Seed-Coder  sBnsieTcsi  COBPEMEHHBIM |
MacuTabupyeMbIM pelieHueM TSI
oOpa3oBaTenbHBIX MIATGOpM C aKUEHTOM Ha
NPOrpaMMHPOBAaHHE W HHXKCHEPHBIC  3a]a4H.
Braromapss ~ MHHOBallMOHHOMY  MHOIXOMy K
MOJITOTOBKE JIAHHBIX M TIPOJBHHYTHIM MEXaHH3Mam
oOyueHusi, Momeab  00ecrneYrBaeT  BBICOKYIO
MPOU3BOIUTENILHOCT, M Ka4eCTBO TEHEpalluH,
OTKPBITOCT ~ pa3pabOTKH,  YTO  TOBBIIIACT
MPUBJICKATENILHOCTD €€ UHTErpaliu B CHCTeMbl Al-
ITOMOIIIHUKOB, ABTOMATU3UPOBAHHBIX IIPOBEPOK
3aaHAN u UHTEPAKTUBHOTO o0y4eHus
TPOrPaMMUPOBAHHIO.

3. OcobennocTu moneJieii B
3aga4ax o0pa3oBaHuA

3.1. O0pa3oBaresibHble Al-areHTbl

CoBpeMeHHbIe 00pa3oBaTeIbHBIE arcHThl Ha
ocHoBe LLM wuyacTto uCHONB3YIOT MOAYIbHYIO
apXUTEKTYpy, BKJIIOYAIOIIYI0 HHTErPALMI0 ¢
BHEIIHIMH HUCTOYHHUKAMHU JaHHBIX U
CHeUUaIM3UPOBAHHBIME HWHCTPYMEHTaMu (tools).
OmHuM U3  3(GQEKTUBHBIX TOIXOIOB  SIBIISIETCS
Retrieval-Augmented Generation (RAG) — cxema,
IpH KOTOPOH areHT, IMONYYMB 3alpoc, CHaydaaa
W3BJICKAET pelieBaHTHYI0 HWH(popMmanuio u3 0a3bl
3HAHWM WIM KOHTCHT-XpAaHWIWIIA, a 3aTeM
(dbopMupyeT oTBeT ¢ y4€TOM 3TUX JaHHBIX [15, 16].

IonoOHast apXUTEKTypa IO3BOJISET:

- paboraTb ¢ aKTyaIbHBIMH Y4EOHBIMH
MarepuaiaMu 0e3 HEOOXOIMMOCTH ITOBTOPHOTO
MacmTaOHOro 00yUEHHsI MO,

- aJanTHpPOBaTb CHUCTEMY TIOI CHEHUPHUKY
KOHKPETHOT0 00pa3oBaTeIbHOrO Kypea;

- obecrieunBaTth 0o0J€€ BBICOKYIO TOYHOCTH U
PEIEBAaHTHOCTH OTBETOB;

- peaJM3OBBIBaTh  CJOXKHBIE  CLEHApHH,
Tpebytorie aHanmm3a BHEIIHUX
CTPYKTYpPHPOBaHHBIX WIIH HECTPYKTYpPHPOBaHHBIX
JaHHBIX.

B taxux xoH}purypammsx LLM BeicTymaer kak
LIEHTPAJIbHBIN YHOpaBIsiEMBIi KOMITOHEHT,
KOOPAUHUPYIOLINI B3auUMOJIENICTBUE MEXIY
HWHCTPYMEHTaMH (TIOUCK, TeHEepaIHs TECTOB, aHAJIH3
Koma) u 0azamMu 3HAHUIA.

3.2. lIpumep peanuzanuun

B pamkax 1m¢poBoii  oOpazoBaTerpHON
1aT(opmbl Mupepa  pazpaboran Habop
CHENATN3UPOBAHHBIX CEpBHCOB,

WUTIOCTPUPYIOIINX — MPAaKTHIeCKOe NpPHUMEHEHHE
LLM B oOpazoBaTenbHBIX 3ajadax. OTH (QYHKIUH

JNEMOHCTPUPYIOT, KaK KOMOHWHAIUS  SI3BIKOBBIX
MOJICTICH, MHTErpanud ¢ 0a3aMH JaHHBIX U
TCHEPaTHBHBIX aJTOPUTMOB ITO3BOJISIET

ABTOMAaTU3UPOBaTh IIMPOKUH CIIEKTp y4EeOHBIX
MPOLIECCOB.

[Tpumepsl 00pa3oBaTeNbHBIX HHCTPYMEHTOB:

- IndpoBoii MOMOIIHKUK CTyIEHTa JUIA 3aj1ad
nporpaMMHpoBanua. Mojens nonydaer JOCTyN K
JAHHBIM O TEKYyIIeM pelIeHUH (KOI, COCTOSHHE,
cooOmieHnss 00 omuOKax, TEKCT 3aJaHus M
STAJIOHHOTO peuleHuss) U (QopMupyeT KpaTKyro
00y4aroIyl0 PeKOMEHAAINIO, YKa3bIBasl, HA KaKHe
aCIeKThl pEIICHHs CIeAyeT OOpaTuTh BHUMaHHE
JUISL KCTIPaBIICHUS! OITHOOK;

- Ilomomuuk npenonasarens. Ha ocHoBe Tex
K€ JaHHBIX Ooliee KpymHas Mozaenb (opMupyer
yIIyONnéHHbIM aHaMU3 3aTPyJHEHUN CTyIeHTa u
PEKOMEHAALMH MPEoaBaTello 0 BEICTPaUBaHUIO
NaJIbHENIIINX IaroB 06yquHﬂ;

- I'enepanus BapuaHTOB OTBETOB ISl TECTOB
[17, 18]. Tlo chopmynupoBaHHOMY 3aJaHHIO U
MPaBUIBHOMY OTBETY areHT CO37aéT HECKOIbKO
COZACPIKATCIBbHBIX HEBCPHBIX BapUaHTOB,
MPUMEHUMBIX B Ka4eCTBE OTBJICKAIOLINX OTBETOB B
TECTOBBIX 3a/1aHUSX;

- ABromaruueckass TeHepalus TECTOB II0
MarepHanaM KoHrecra. [locie aHanu3a U3y4eHHOTo
Marepuaia areHr TeHepHUpyeT 3a/laHu,
COOTBETCTBYIOLIME TEMATHKE IPONHIEHHOIO Kypca;

- I'enepanus 3amad no nporpaMMmuposasuto. [1o
aHAJIOTMU C TecTaMH, HO ¢ (HOPMHUPOBaAHUEM
MOJIHOTO YCIOBUSL 3a7laud Al NIPAaKTHYECKOTO
MpOrpaMMUPOBaHMUS;

- Ilocrpoenne »sTanoHHOro pemenus. Ha
OCHOBE TEKCTOBOTO OINHUCAHUSA 3aJa4d  MOJEIb
paspabaTbIBaeT ONTHMAaJIbHbINA AJITOPHUTM,
BIIOCJIEICTBUN HpOBEPSIEMBII MIOCPENCTBOM
TECTOBBIX IIPOTOHOB (BaJIUAaTOPOB);

- TeHepauuss TecTOBBIX JaHHbIX. Mmes
STaJIOHHOE PEIICHNE M TEKCT 3a7]a4H, areHT CO31aET
HaOOp  BXOAHBIX  JAaHHBIX U1 TIPOBEPKHU
aJbTEPHATUBHBIX PEIICHUIT;

- Co3anue aHAIOTMYHBIX TECTOBBIX padort. [o
UCXOTHOMY Habopy TECTOBBIX 3aJaHuH
(hopMUPYIOTCSI BapHallii C TE€M K€ KOJIMIECTBOM
33JaHMii W TeMaMH, HO C  H3MCEHEHHBIM
CONlepKAHUEM;

- Jexomnosumua 3amad. CroxHas 3agada
pazOmBaercss Ha IOCIEMOBAaTENBFHOCTH  Oonee
MPOCTBIX TTOA3a/1a4, KOTOPBIE TIOMOTAl0T TO3TAIHO
OCBOHTH HEOOXOIMMBIE HABBIKH TIEPE/T TIEPEXOIOM K
OCHOBHOM.

- Pacumpenne ¢popmynmupoBok 3amad. Ha 6aze
KpaTKOTO OIMCAHWSI areHT TeHepUpyeT IIOTHOE,
CTPYKTYPHUPOBAaHHOE W METOAWYECKH KOPPEKTHOE
YCIIOBHE 3a/1a49H.
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Takum o00pa3oM, COYETAaHHWE TEeHEPATHBHBIX
AJITOPUTMOB C JOCTYIIOM K aKTYyaJbHBIM Y4eOHBIM
JaHHBIM ~ MOXET  CYIICCTBEHHO  IOBBICHUTB
3¢ GeKTUBHOCTh OOYYCHHS CTYACHTOB U PaOOTHI
IperogaBaresnei.

3.3 Bo16op Moaesn aJs cepsucos ¢ UA

B mpomecce pa3paboTKyM MHTEIUIEKTYaJIbHBIX
areHToB U1 1mupoBoi  00pa30OBaTEIBHOM
ratrgopMbl Mupepa BO3HMKIA 3ajada moxdopa
ONTHUMAJIBHBIX S3BIKOBBIX MOJETCH IS Pa3IHIHbIX
TUMOB 3agaHuid. [IpoBenEHHBIC CpaBHHUTENbHbIC
HCTIBITaHUS TOKa3aJu, 4TO YandexGPT
JIEMOHCTPHUPYET HaWITydlliee MOHUMAHUE PYCCKOTO
S3bIKA W BBICOKYIO TOYHOCTh TIPH CO3MaHHH H
MPOBEPKEe TEKCTOBBIX  3aJaHUH, ONHAKO €ro
3¢ (HEeKTUBHOCTD TPU PEIICHUU 3a]1au, CBI3AHHBIX C
MPOrpaMMHPOBAaHUEM, OKa3adach OTPAaHUYCHHOM.
Hns KOJ1a-OpMEHTUPOBAHHBIX CLICHapueB
npennoyTeHue ObUIO oTmaHo Mmoxenu Mistral 3.2
Small B KBaHTH3MPOBaHHON KOH(QUTYpalWH, YTO
MO3BOJIMJIO PA3MECTUTh [BE MONCTM HAa OIHOM
rpaduyeckoM yckopuTeae ¢ OObEMOM MaMsTH
32 I'b u 1O0CTUTHYTH BBICOKOM CKOPOCTH HH]EpeHca
0e3 CyIIeCTBEHHOW TOTepH KadecTBa. Momelb
Qwen TMoKazama JOCTOMHBIC PE3YIBTATHI, OTHAKO
MPOAEMOHCTPHUPOBAIa MEHBIIYIO TOYHOCTb
BBINOJIHEHU ST HHCTPYKIMI 110 cpaBHEeHUIO ¢ Mistral.
Mopnens cemeiictBa LLaMA 1o cymMMmapHBIM
MOKa3aTeIssM YCTYNWJIa BCEM BBIICYOMSIHYTHIM
pelieHusIM ¥ T03TOMY He Obuia BbIOpaHa ajist
BHEAPEHHUS.

C yu€roM NONY4EHHBIX PE3YIbTaTOB OblIa
NPUHATA THOPHIHAS CXE€Ma PACIpeneseHUs poiei
Mexay moaeismMu: YandexGPT 3aneiictByercs B
3aJayax TeHepauuu (OPMYIUPOBOK Ha PYCCKOM
SI3bIKE, HOPMAJIN3allul U PELeH3UPOBAHUS OTBETOB
cryneHtoB; Mistral 3.2 Small obciyxuBaet KOHTYp
MIPOrpaMMHpPOBaHUs (IIOCTAaHOBKA M pa30op 3ajaad,

oOBsiCHEHHE OIINOOK, peaKTOpPHUHI, TeHepauus
TECTOB M  TmoOxncka3ok). Jlima  coxpaneHums
HEJIOCTHOCTH TIOJTb30BaTENbCKOr0 OTBITa BBEAEH
MapuIpyTH3aTop 3alpOCOB W YHU(HUINPOBAHHBIE
MPOMIT-IIA0JIOHBI C SIBHOH crienuduKkanyeil poau u
(dopmara OTBETa, YTO ITO3BOIMIO U30AaBUTHCA OT
HENpe[CcKa3yeMoro  IOBeJCHHA  Mojened |
CTaOMIM3HPOBATH OTBETHI.

4. 3akiaouenue

B xone mpoBen€HHOro HWCClenoBaHUS ObUTH
MPOAaHATM3UPOBAHBI KPUTEPHU BeIOOpa U
0COOCHHOCTH apXHUTEKTYP COBPEMCHHBIX OOJBIINX
SI3LIKOBBIX Mojesel, MPUMEHUMBIX B
o0pa3oBaTenbHbIX dpoBBIX iaropmax.
[TokazaHo, YTO KOMIETEHTHBIH MOA00p MOICITH C
yu€TOM amnmapaTHBIX OrpaHUYCHHN, MpPEIMETHOMN
CHenyanu3anud ¥ TpeOOBaHUH K 0€30MacHOCTH

TIO3BOJISIET CYILIECTBEHHO TIOBBICHTh
3¢ GEKTUBHOCTH B3aUMOJICHCTBUSA MEXIY
CTY/IEHTaMU U TPETIOAaBaTENIsIMU.

Paccmorpennsle  apxutektypbl YandexGPT,

Mistral, Qwen u LLaMA mnponeMOHCTpHUpOBaIH
pa3J’lH‘IHbIﬁ IIOTEHIIMAaJ B 3aBUCUMOCTH OT 3aJa4 U
YCIIOBUIM BHEAPEHUS. YCTAHOBJIEHO, YTO COYETAHUE
JIOKANbHBIX W OONauHBIX  pelICHUA  TIpU
ONTUMAaJbHOM KBAaHTU3ALMU Oo0ecIlieuuBaeT OaaHc
MEX]y TMPOU3BOAUTEIBHOCTEIO U IPUBATHOCTHIO
JIaHHbIX. Pe3ymprartel paboOTBI MOTYT CIIY)KHUTh
MIPAaKTUYECKUMHU PEKOMEHAALUSIMH TUIs
00pa30oBaTeNbHBIX OpPTraHM3aLUM, IUIAHUPYIOIINX
uaTerpammio LLM B y4eOHBIN mporecc ¢ yuérom
JIOCTYITHBIX PECYPCOB H Iieieil 00ydeHusI.

PaGora BBINONHEHAa B paMKax TEMBI TOCyaap-
ctBenHoro 3amanusa HUL[ «KypuaroBckuii MHCTH-
Ty» - HUAMCU mo teme Ne FNEF-2024-0001
(1023032100070-3-1.2.1).

Applications of large language models for
digital educational platforms

A. G. Leonov, N. S. Martynov, K. A. Mashchenko, M. S. Paremuzov,
K. K. Pchelin, A. V. Shlyakhov

Abstract. This paper explores the potential of large language models (LLMs) to enhance interactions between
students and educators within digital educational platforms. It analyzes modern state-of-the-art solutions — such as
YandexGPT, Mistral, Qwen, LLaMA, and their variants — along with their architectural features, performance, and
adaptability for educational tasks. The study demonstrates that proper model parameter tuning enables their effective
use in automating routine tasks, personalizing learning, and expanding instructors' toolsets.

Keywords: digital educational platform, Mirera, large language models, artificial intelligence, neu-
ral network technologies, Al agents, LLM, personalized learning, automation of educational processes, data

security
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